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Motivation
● What is STR:

○ Scene Text Recognition
○ on diverse appearances or

in imperfect conditions

● Why STR + NAS:
○ Automate the process of designing STR model
○ Expand the field of NAS
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Our Contributions:

1. Expand the application field of NAS
2. NAS for CNN based modules (transformation, feature extraction) of STR
3. Proxyless approach;

let meta-learner directly find well-adapted modules on STR scenario
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Method:

● Architecture Space
● Rectifier Search
● Feature Extractor Search
● How to train
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Architecture Space:
● tree-structured architecture space
● first, normal, reduction cell

○ MobileNet v2 based: for parameter-efficient
○ narrow down the search space; kernel size & expansion ratio
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Rectifier Search:
● TPS-based approach

● Model Structure of Localization Network
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Feature Extractor Search:
● Model Structure of Feature Extractor Our Searched 

Model
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How to Train
● Respectively update architecture parameters & model parameters
● Loss for updating architecture parameters

○ Cross Entropy Loss

○ Latency : previously measured for every possible dimensions
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DEMO
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Experiment Results:

Dataset:
Train - MJSynth + SynthText
Test - IIIT, SVT, IC03, IC13, IC15, SVT Perspective, CUTE80

3 Different Settings:
1. same hyperparameters as ProxylessNAS settings & total loss
2. w/o latency
3. w/o latency + lower learning rates
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Experiment Results
● Architecture Search: Rectifier vs Feature Extractor
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Experiment Results
● Comparisons with other SOTA models
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Experiment Results
● Verify the effect of NAS
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Conclusion:
● We are the pioneers of the NAS on STR with results suggesting 

positive potential development.

Future Work:
● We can apply NAS to other pipeline of STR modules,

or design the improved algorithm to handle with sensitive localization network
● We can make improvements on many other real-world applications by applying 

NAS
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