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Medical Image Analysis

• What?
• To gain high-level understanding from medical images

• Why?
• Disease diagnosis, treatment planning and surgery guidance

• How?
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Medical Image Analysis
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CT MRI X-Ray US Microscopy Pathology PET OCT EHR

Clinical Expertise Artificial Intelligence / Deep Learning

Segmentation Classification Detection Survival Model NLP



Case Study - 3D Medical Image 
Segmentation
• Given 3D volumes (e.g. CT, MRI) as input, to extract 3D structures 

of organs or tumors
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Background
● U-Shape Network

○ One of the most popular and effective architecture styles in medical imaging. 
Since U-Net was proposed in 2015, various U-shape networks are proposed and 
achieve excellent performance.

○ Recently, nnUNet (variant of U-Net) won the Medical Segmentation Decathlon
(MSD’18) and Kidney and Tumor Segmentation Challenge (KiTS’19).

● Neural Architecture Search (NAS) 
○ Design network automatically instead of manually. 
○ Architectures from NAS have shown superior performance (i.e. accuracy, 

latency, or model size) compared with manually designed ones.
● Objective: to achieve optimal architectures for 3D medical image 

segmentation 5

Ronneberger, et al. U-Net: Convolutional Networks for Biomedical Image Segmentation, MICCAI’15



Background

● Current NAS methods can be divided into the following categories

○ Reinforcement learning (RL) based search (NASNet)

○ Evolutionary algorithm (EA) based search (AmoebaNet)

○ Gradient based search (DARTS)

○ One-shot NAS (SMASH)

● However, literatures mainly focus on 2D image classification

6

Zoph, et al. Learning transferable architectures for scalable image recognition, CVPR’18.
Real, et al. Regularized evolution for image classifier architecture search, AAAI’19.
Liu, et al. Darts: Differentiable architecture search, ICLR’18.
Brock, et al. SMASH: one-shot model architecture search through hypernetworks, ICLR’18.
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V-NAS

● “DARTS”

Operation Search

Liu, et al. Darts: Differentiable architecture search, ICLR’18.



V-NAS

● Differentiable Neural Architecture Search

○ Started from 3D U-Net

○ Search for optimal convolution operations

■ 3D convolutions

■ 2D convolutions

■ Pseudo-3D convolutions (2D plus 1D)

Operation Search



V-NAS
Operation Search



V-NAS
Operation Search



V-NAS

● Differentiable Neural Architecture Search

○ Searching is conducted during model training

○ Weights for different operations are updated on-the-fly

○ The searched network is finalized after training is converged

○ Re-training final network from scratch for optimal performance

Operation Search



V-NAS
Experiments



V-NAS
Results
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Our Proposed Approach
● ‘’C2FNAS”

○ Coarse-to-fine neural architecture search

● Multi-Level Searching Strategy
○ Step 1 – Macro-level

■ Evolutionary algorithm for macro-level

○ Step 2 – Micro-level

■ Super-Net training for micro-level

○ Step 3 – Compound Scaling
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Search Space – Step 1/3
● Search at Macro-Level (Network)

○ Network Shape: According to the order of down-sample layers and up-sample 
layers, we can divide networks into U-Net-kind and Stacked-Hourglass-kind

○ Layer Assignment: Different from a symmetric U-Net design, we try to search 
for different assignments of layers, which make it asymmetric

18U-Net Stacked-Hourglass
Newell, et al. Stacked hourglass networks for human pose estimation, ECCV’16.



Search Space – Step 2/3

● Search at Micro-Level (Cell)

○ Next, search for a replacement for op in each cell, each op can be selected from
■ 3x3x3 3D Conv.

■ 5x5x5 3D Conv.

■ 3x3x1 Pseudo 3D Conv.

■ 5x5x1 Pseudo 3D Conv.

■ 3x3x3 3D Conv. with Dilation = 2

■ 5x5x5 3D Conv. with Dilation = 2
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Search Space – Step 3/3

● Compound Scaling

○ To better balance the performance and model size, we scale the patch size, cell 

numbers, and filter numbers, inspired by EfficientNet (STOA performance on 

ImageNet)

20Tan, et al. EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks, ICML’19.



Search Space - Network Level
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Search Method

● Network-level: Small search space (at most one thousand candidates)

○ Intuitively, models with similar architectures should have similar performances

○ We propose a clustering-based evolutionary algorithm
■ Step 1 - Search space is divided into K clusters, based on their similarity on network 

architectures. 

■ Step 2 - Each cluster can generate child net based on a probability, we train those nets 

and update performance history for each cluster.

■ Step 3 - A net is random sampled from each cluster. By comparing these nets 

performance, we re-rank the clusters and assigned corresponding probability.
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Search Method
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Search Method

● Cell-level: Search space can be as large as more than millions of 

candidates, thus EA/RL based method can be less effective.
○ Thus, we treat each candidate as a sub-graph of a super-net.

○ We train the super-net by sampling paths uniformly and use it to predict the performance 

for each candidate. (one-shot NAS)

● Compound scale: Small search space, based on EfficientNet, grid search 

can be an alternative solution.
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Datasets
● Medical Segmentation Decalthlon (MSD)

● We only have access to training labels, and testing results can only be 
obtained through submitting to test server, once a day at most, which 
guarantees that our model is not "over-fitting" the test data

25

Task Training Test

01 - Brain Tumor Segmentation 484 266

06 - Lung Tumor Segmentation 63 32

07 - Pancreas and Tumor Segmentation 281 139



Final Architecture (Searched on Pancreas Seg.)
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Model Training Details

• Pre-processing
• Intensity clipping and standard normalization

• Augmentation
• Random rotation and flipping

• Optimizer
• SGD

• Loss
• Soft dice loss and cross-entropy
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Results on Test Set – Dice’s Score (DSC) 
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Brain Tumor
Segmentation

DSC
Edema

DSC
Non-enhancing Tumor

DSC
Enhancing Tumor Average

NV_DLMED 67.52 45.00 68.01 60.18

nnUNet 67.71 47.73 68.16 61.20

Ours 68.74 48.22 69.19 62.05

Lung Tumor
Segmentation

DSC
Tumor

NV_DLMED 52.15

nnUNet 69.20

Ours 70.94

Pancreas and Tumor
Segmentation

DSC
Pancreas

DSC
Tumor Average

NV_DLMED 78.42 38.48 58.45

nnUNet 79.53 52.27 65.90

Ours 80.41 53.67 67.04

nnUNet is the winner of Medical Segmentation Decathlon (MSD) last year, and NV_DLMED (previous entry) was second place.



Model Comparison
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Model 3D U-Net V-Net AH-Net nnU-Net Ours

Params (M) 16.32 45.61 27.11 10.36 3.91

FLOPS (G) 802.9 322.5 29.5 202.25 184.8

It is noticeable that our model is much more compact compared with other 
models, and also fewer FLOPS compared with other 3D models. The 
evaluation is done with input size (1,4,96,96,96), and output for 4 classes. 
AH-Net has a much smaller FLOPS because it uses a 2D encoder.



Analysis
nnUNet (“state-of-the-art”) is a 2D U-Net, a 3D U-Net, or Cascaded 3D U-Nets, 
with well-tuned hyperparameters, it applies many tricks like many kinds of data 
augmentation, test-time augmentation, a complicated learning rate schedule, 
coarse-to-fine, model ensemble, and so on.

While our method mainly focus on improving the model itself with much simpler 
settings. nnUNet can be considered as an upper-bound of past U-Net design 
with many engineering tricks. Thus, our model truly beat the past U-Net design 
by beating nnUNet.
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Search Cost Estimation (16 GB V100)
● Train a Network: 30 GPU hrs (3~4 hrs with 8GPU)

● Net-level Search: 50 networks are evaluted => 1500 GPU hrs

● Cell-level Search: SuperNet training 80 GPU hrs, search (evaluate) ~300 GPU hrs

● Compound Scale: ~20 Networks and thus 600 GPU hrs

● In total: 1500 + 80 + 300 + 600 = ~2480 GPU hrs = ~180 GPU days

● In practice: Using 32 GPUs in parallel, searching is done within 100 hours on average

● We are looking for some ways to reduce the search cost, like increasing GPU utilization, and 

reduce training iterations, and so on.
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Case Study
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Image NV-DLMED Ours

OursNV-DLMEDImage

NV-DLMED Ours

Pancreas (Red) 81.87% 84.14%

Tumor (Green) 0.00% 74.77%



Case Study

33Image NV-DLMED Ours

NV-DLMED Ours

Edema (Red) 70.58% 78.61%

Non-enhancing Tumor (Green) 10.18% 51.51%

Enhancing Tumor (Blue) 32.73% 46.34%





Contributions
● Designed search spaces for 3D medical imaging segmentation, which leverages 

the merits of other established network design

● Designed different search methods for different search spaces, boosting 

searching efficiency

● Achieved architectures which beat previsous SOTA U-shape networks
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NVIDIA Clara
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NVIDIA Clara Medical Imaging
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NVIDIA Clara Medical Imaging
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https://developer.nvidia.com/clara-medical-imaging
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Thank you!

Questions?
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